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Clustering with K-means

» Data: a sample of points & (without a target)

» (Goal: every single data point is assigned to a cluster —
discrete latent variable z - | blue, o " ,w\\
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K-means clustering as minimization problem

» Data:X:{ml’,”,ajN},mnERD (80 CZ‘\

- T R
» Goal: partition into K clusters by mmmzw Th
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J = Zzznkﬂ/wn—uk”Q /
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» Find cluster assignments (latent var) 2,1 © {O, 1}
and cluster means fg € RP

» 1-hot-encoding: z, = 1 if and only if point n is assigned to
cluster k
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Minimize J (EM algorithm)

» Initialize with a random  px € RP

» Repeat until convergence:
» Find the assignment (fixed means) — E-step
. L . . 9
—_— 1 if k= érgmmj |xn — 1|
0 otherwise

» Find the means (fixed assignments) — M-step
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Example
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Convergence
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But global convergence?

+ Jis non-convex for tr and Z,k together and

k-means converges to a local minimum

+ Can we do better? Random restarts with
different initial cluster means and then select the

clusters with minimal J.
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Derivation of the M-step
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+ |t is a convex function in W (fixed Zn ) S % /u& )
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+ Find the minimum by setting gradient = 0 \ 3"«
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Failures of K-means
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Failures of K-means (the mouse data!)
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Improvements - S 2zl oMl
he R

» Stochastic gradient for big data
» For each datapoint, update nearest cluster mean:

T
oJ

B =Ry — 1Ny —
O,

»  Other distances between points ( [( . WA@WL% )

» Euclidean not always appropriate (discrete data),
sensitive to outliers
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Pros & Cons

» Good

e Simple to iImplement

e Fast ?j
VA
|
et
d

» Bad
Local minima

* Model only “spherical” clusters

e Sensitive to the features scale <

 Number of clusters K to be chosen in advance

e Cluster assignments are “hard”, not probabilistic =>
next topic, Gaussian Mixture Model
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