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Supervised learning

Supervised
learning

1 N
Dataset
features: @---,XN}
targets: @---,tN} t=2 t = 0.707
Avscrely Confiminos?
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Supervised learning

Supervised
learning

Task: Find function f such that f(x) = t for all known
and unknown (X, t)

Machine Learning 1 5



Meaningful
Compression

Structure
Discovery

Big d?m Dimensionality Feature
Visualistaion Reduction Elicitati(

Recommancer Unsupervised
Systems
Learning
Clustering
Targetted
Marketing

Machine Learning 1



Unsupervised learning Unsupervised

learning

Dataset:

Task: C@mp(,e/)vi‘ék\
why 72 S&u—o I JL\E]’L Seaf%
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Unsupervised learning
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Dataset: ﬂ

Task: Compress image
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Method: Expand along prmmple Components PCA
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Unsupervised learning Unsupervised

learning

5 N

Dataset:

Task: Assign every datapoint to a cluster (hidden class variable)

. 21

21 | .
i
ol .':....;:.... ‘ )
Result: ﬁ
2t 2 2t
-2 0 2 -2 0 2

Dataset Final clustering

Machine Learning 1 9



Other types of learning

Semi-supervised learning

e data points: i K‘, N )(,,‘_i

. targets:{b,,,--, IJ«& (k<n)

e Not all datapoints have a known target/label!

e Use all data, also those with unknown target, to create
predictor.
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Other types of learning

Reinforcement Learning
e Dynamic environment: provides information on its state.

e Agent: takes actions, receives rewards from environment.
e Jask: maximize total reward

e | carning by trial and error

e Application: Ga/m/t/’)

N = € = g =
O D C’é At last — a computer program that
can beat a champion Go player PAGE 484
[L SYSTEMS GO
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METIE
Learning

“A computer program is said to learn from experience E
with respect to some class of tasks T and performance

measure P If its performance at tasks in T, as measured
by P, improves with experience E.”

- Tom M. Mitchell

Machine Learning, Tom Mitchell, McGraw Hill, 1997
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